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Figure 1. During training, we optimize the weighted sum of
negative log likelihoods from the two decoders:
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beyoncé, hillary clinton and j. k. rowling are all oldest children.
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where P, ,..(w|x1.¢) is the generation probability from the closed-
book decoder.

siblings share very different personality traits ......
the personality traits are also supposedly affected by whether parents have
high expectations and how strict they were.

Table 5: Human Evaluation: pairwise comparison
between our 2-decoder model and See et al. (2017).
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